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 Education
Washington University in St. Louis (WashU), St. Louis, US 2024 – Present
PhD student in Computer Science. Advisor: Chongjie Zhang.
Affiliation: Computer Science & Engineering, McKelvey School of Engineering.
Research Interests: Reinforcement Learning, Multi-agent Reinforcement Learning

Tsinghua University (THU), Beijing, China 2021 – 2024
Master’s student in Computer Science and Technology. Advisor: Chongjie Zhang, Yi Wu.
Affiliation: Institute for Interdisciplinary Information Sciences (IIIS).
Research Interests: Reinforcement Learning, Multi-agent Reinforcement Learning

Peking University (PKU), Beijing, China 2017 – 2021
B.S. and B.S. (Hons) in Computer Science and Technology.
Affiliation: Turing Class (CS area), School of Electronics Engineering and Computer Science (EECS).

Shaoxing NO.1 High School, Zhejiang, China 2014 – 2017
Publications
(* indicates equal contribution)

1. Hao Hu*, Yiqin Yang*, Jianing Ye, Chengjie Wu, Ziqing Mai, Yujing Hu, Tangjie Lv, Changjie
Fan, Qianchuan Zhao, Chongjie Zhang. Bayesian Design Principles for Offline-to-Online Rein-
forcement Learning. International Conference on Machine Learning (ICML), 2024.

2. Qihan Liu*, Jianing Ye*, Xiaoteng Ma*, Jun Yang, Bin Liang, Chongjie Zhang. Efficient Multi-
agent Reinforcement Learning by Planning. International Conference on Learning Representations
(ICLR), 2024.

3. Jianing Ye, Chenghao Li, Jianhao Wang, Chongjie Zhang. Towards Global Optimality in Co-
operative MARL with the Transformation And Distillation Framework. arXiv preprint arXiv:
2207.11143, 2023.

4. Hao Hu*, Yiqin Yang*, Jianing Ye, Ziqing Mai, Chongjie Zhang. Unsupervised Behavior Extrac-
tion via Random Intent Priors. Advances in Neural Information Processing Systems (NeurIPS),
2023.

5. Hao Hu, Jianing Ye, Zhizhou Ren, Guangxiang Zhu, and Chongjie Zhang. Generalizable
Episodic Memory for Deep Reinforcement Learning. International Conference on Machine Learn-
ing (ICML), 2021.

6. Jianhao Wang*, Zhizhou Ren*, Beining Han, Jianing Ye and Chongjie Zhang. Towards Un-
derstanding Linear Value Decomposition in Cooperative Multi-Agent Q-Learning. Advances in
Neural Information Processing Systems (NeurIPS), 2021.

 Experience
IIIS, Tsinghua University 2021.9 – 2024.6
Master student Advisor: Chongjie Zhang, Yi Wu

Research Outline:
• Effective and Efficient Multi-agent Reinforcement Learning

– Analyzed the convergence properties for Linear Value Decomposition and IGM Value Decom-
position under the framework of Factorized Multi-Agent Fitted Q-Iteration (FMA-FQI).

– Analyzed the suboptimality of existing Multi-Agent Policy Gradient and Value-Decomposition
MARL algorithms when using gradient descent optimizers.



– Proposed the Transformation And Distillation (TAD) framework to achieve global optimality
in cooperative MARL, and designed a novel cooperative MARL algorithm, TAD-PPO, which
outperforms the state-of-the-art algorithms in various cooperative MARL benchmarks.

– Proposed the Model-based Multi-agent Reinforcement Learning algorithm MAZero, which
learns a multi-agent world model and does MCTS planning to achieve the SOTA sample
efficiency in cooperative MARL.

• Offline-to-Online Reinforcement Learning
– Proposed UBER, an unsupervised approach to extract useful behaviors from offline, reward-

free datasets via diversified rewards.
– Proposed a Bayesian design principle for offline-to-online fine-tuning to avoid the inefficiency

or unstability caused by overpessimistic or overoptimistic fine-tuning policy.
• Episodic Memory in Deep RL

– Presented a novel framework, GEM, to build generalizable episodic memory and improve
sample efficiency. GEM consists of a novel value planning scheme for the continuous domain
and a twin back-propagation process to reduce overestimation along the trajectories.

Teaching Assistant Courses:
• Research Practice

Instructor: Chongjie Zhang 2021.9 – 2022.1
• Diploma Project (Thesis)

Instructor: Chongjie Zhang 2022.2 – 2022.6

Turing Class, Peking University 2017 – 2019
Undergraduate student

The ICPC International Collegiate Programming Contest: I attended the ICPC contest for
several years under the supervision of Guojie Luo. I took part in 4 regional contests, 2 continent finals
and all got gold medals. In 2019, I attended world finals in Portugal on behalf of Peking University
and got the 13th place.

Teaching Assistant Courses:
• Introduction to the Theory of Computation

Instructor: Xiaoming Sun 2020.2 – 2020.6

TCS book reading seminar: I organized a weekly seminar of theoretical computer science. We
read books like Computational Complexity: A Modern Approach in this seminar.

Institute of Computing Technology Chinese Academy of Science 2019.8 – 2020.6
Summer Intern Mentor: Xiaoming Sun
Analysing the minimum representation of some special quantum gates.

Beijing Megvii Co., Ltd. 2017.3.1 – 2017.8.1
Summer Intern Mentor: Haoqiang Fan
Liveness test algorithm design, 3D Facial hair reconstruction, problem design for MegCup contest.
• Built and programmed a mechanical arm for data automatic acquisition under various environ-

ment.
• Designed an algorithm to extract fine 2D mask for eyebrows.
• Set the final problem for MegCup2017.



 Skills
• algorithm design, data structure, multi-agent reinforcement learning

 Honors and Awards
Excellent Graduate of Peking University 2021
National Scholarship 2018
Peking University Three Good Students Model 2018
Peking University Freshman Scholarship 2017
Peking University Third Class Scholarship 2019
13th place, Award on ICPC World Finals 2019
Gold Medal, Award on ACM-ICPC East Asia Continent Final (EC-Final) 2018
Gold Medal, Award on ACM-ICPC Xuzhou regional 2018
Gold Medal, Award on ACM-ICPC Qingdao regional 2018
Gold Medal, Award on ACM-ICPC East Asia Continent Final (EC-Final) 2017
Gold Medal, Award on ACM-ICPC Xi’an regional 2017
Gold Medal, Award on ACM-ICPC Qingdao regional 2017
Gold Medal, Award on ACM-ICPC Yinchuan regional 2021
Gold Medal, National Training Team, Award on NOI 2016
Best School Team, Award on SNACKDOWN 2017
2nd place, Award on SenseTime Ace Coder Challenge 2018


